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Precise measurement of the potential of mean force is necessary for a fundamental understanding of the
dynamics and chemical reactivity of a biological macromolecule. The unique advantage provided by the
recently developed constant-information approach to analyzing time-dependent single-molecule fluorescence
measurements was used with maximum entropy deconvolution to create a procedure for the accurate
determination of molecular conformational distributions, and analytical expressions for the errors in these
distributions were derived. This new method was applied to a derivatizedLgmigline) series, fFCGsK-

(biotin) (=8, 12, 15, 18, and 24), using a modular, server-based single-molecule spectrometer that is capable
of registering photon arrival times with a continuous-wave excitation source. To account for potential influence
from the microscopic environment, factors that were calibrated and corrected molecule by molecule include
background, cross-talk, and detection efficiency. For each singleLppig(ine) molecule, sharply peaked
Forster type resonance energy transfer (FRET) efficiency and distance distributions were recovered, indicating
a static end-to-end distance on the time scale of measurement. The experimental distances were compared
with models of varying rigidity. The results suggest that the 23 A persistence length wormlike chain model

derived from experiments with high molecular weight polpfoline) is applicable to short chains as well.

Introduction impacting the interpretation of experiments. While the choice
] ) ] of time bins has been discussed previol§siythe choice of
Knowledge of the free energy surface on which a biological gjistance bins represents yet another obstacle toward realizing
macromolecule resides allows a quantitative understanding of the full potential of single-molecule spectroscopy, measurement
phenomena ranging from folding to catalysis. Its features give of the distribution of molecular properties. This article seeks to
important clues to the dynamic structaiieinction relationship. address this issue by developing a comprehensive method for
In addition, accurate experimental characterizations of the free the extraction of PDFs from single-molecule measurements.
energy surface under physiological conditions provide stringent  \ynen a trajectory is treated using the maximum information
constraints for tests of theoretical models. These include the ynethod (MIM), each data point has the same statistical
identification of conformational species, the determination of significance® This is superior to equal-time binning, where
their relative population and the heights of the barriers that jifferent data points may have wildly different variances. MIM
separate them, and the characterization of their structuralyreatment can thus be regarded as equal-information binning
flexibility, as indicated by the width of the distribution. The  giong the time trajectory. This is advantageous in probability
distribution of molecular conformations, an experimentally gensity (histogram) estimation and is critical to the use of the
coarse-grained manifestation of the free energy surface, can inmaximum entropy method (MaxE®f) for removal of the
principle be directly measured using single-molecule fluores- proadening of the histogram that occurs due to photon-counting
cence spectroscopy? statistics. The MaxEnt approach is employed because it offers
In determining biomolecular conformational distributions an unprejudiced framework for extraction of the molecular
from single-molecule measurements, the experimentalist is facedconformational distribution, constrained by available information
with the statistical uncertainties associated with low-light and known experimental uncertainties. Prior knowledge about
detection as well as with other measurement ert®iEhis is the molecular system can be easily included with proper
exacerbated in time-dependent measurements where one reliestatistical weighing. When little is known about the density
on only a few photons to determine a molecular parameter. To distribution, which is usually the case at the single-molecule
illustrate the challenges in this area, Figure 1 compares level, the MaxEnt approach allows quantitative recovery of the
histograms constructed using a commonly adopted approachunderlying distribution without assuming any models or shapes
with the true probability density function (PDF) from a simulated for the unknown PDF. This is consistent with our previous
single-molecule Fter resonance energy transfer (FRET) development of information-based, model-free approaches to
trajectory. To construct these distributions, one first chooses aanalysis of fluorescence single-molecule dat@o evaluate the
time period with which to bin the trajectory, computes the accuracy of the deconvolved functions, we have also derived
distance value (or FRET efficiency) in each time bin, and an analytical expression for the covariance matrix of the
chooses an interval in which to bin the distance measurementsmeasured PDF.
As illustrated in Figure 1, both the choice of time bins and the ~ As an experimental demonstration, we have measured
distance bins will affect the shape of the distribution, potentially distances and distance distributions in a series of pgygline).
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Figure 1. Comparison of histograms constructed from a simulated trajectory by constant-time binning with the true probability density (solid
lines), illustrating the challenge in determining conformational distributions from single-molecule measurements=He#®&; is the normalized
donor-acceptor distance in a FRET measurement (cf. eq 3). The left column shows tldriajextory, as well as the donor (black) and acceptor

(gray) intensity trajectories, binned at 10, 50, and 100 ms. The other three columns compare the underlying probability density (- - -) wittshistogram
computed from the equal-time binned intensity trajectories, uliylgins in thex-coordinate. The numbers of bins for the set of histograms in the

third column are generated according to Scott’s formula for the optimal bin Widlttis formula, like most nonparametric density estimatitns,
assumes that there is no error associated with each datum. This assumption is not valid for single-molecule measurements. The columns to the left
and right use bin numbers half and twice the optimal value, respectively. Note that different regions of the histogram are broadened differently
because of the changes in the variance of the distance estimator as a function of 8istance.

Previous studies have shown an excellent correspondence aunple
between bulk and single-molecule FRET measurements of OQ
distancel!~13 Therefore, the current report focuses on the issues o Cgmgfe‘f'

mentioned above. The constituent amino acids of pebyoline) & L1 SIP D
are expected to exist primarily in the trans-state and should be 3 Usegl'i‘é?]':aoe o '{ } | E,
fairly static on the time scale of single-molecule measurements, 2 [z
with no complex dynamic¥! They are thus a good test case 2 Control ] /D2
for our new approach. Indeed, we recovered narrow distance 2 il -—I-—-7
distributions for donoracceptor distances in the polyprolines. B APD1 E1

The means of these distributions are well-explained by applica- & Server —t— E2
tion of the wormlike chain (WLC) model with a persistence 5 P03 .
length of 23 A5 While the short persistence length may have M e §
further implications for the structure of proline-rich signaling

proteind®—which are beyond the scope of this articié is Figure 2. Configuration of a cw-excitation photon-by-photon micro-
hoped that the general methologies described herein will aid in Scope. lllumination is provided by a continuous-wave DPSS laser.

th velopment of ntitative and predictive understandin Telescope lens assembly Lllexpands the beam to&mm in order to fill
fethdede opme b % qua fall). Ie a dlp edic elu dle standing the back aperture of the objective O. A shutter S is installed in the
o the dynamic behavior ot biological macromolecules. beam path to minimize unnecessary illumination. A polarization element

P is placed immediately before the entrance of the home-built

Materials and Methods microscope body. Dichroic mirror D1 reflects the excitation light into
the back aperture of an infinity-corrected objective O, which focuses
Server-Based Single-Molecule MicroscopeMicroscope it onto the sample mounted on a piezo stage. The excitation light that

Construction.The design of the microscope is diagrammed in '€aks through D1 is detected by a photodiode PM to monitor laser
excitation power. Fluorescence from the sample is collected and

Figure 2. The 532 nm excitation light from a continuous-wave q|jimated by objective O and passes through dichroic D1 before being
laser—a diode-pumped solid-state laser or DPSS (Coherent, focused by tube lens L2 and split into donor and acceptor channels by
Compass 315M-106)is passed through a cleanup filter (Chro- dichroic mirror D2. The emitted photons finally pass through emission

ma, HQ545/10x) and expanded to a diameter~& mm to filters E1 and E2 before being recorded by APDs APD1 and APD2.
match the back aperture of the microscope objective. To The stage and the APDs are each controlled by a separate computer

S . .. - server, all of which are connected via a high-speed network backbone
minimize sample exposure to light, a shutter is installed in the via the TCP/IP protocol to a client computer, which runs the user

beam path and is controlled by the control server (see SysteMinterface. The modular design of the system is such that if more
Software). A polarization element is placed immediately before parameters such as polarization are to be measured, one simply drops

the entrance of the microscope; it can b&/2 plate, or ai/4 in additional APD/server modules.

plate, a Pockel cell, or any combination thereof. In the

experiments reported here, /44 plate was used to ensure light to a diffraction-limited spot on the surface of the sample
circularly polarized excitation. After it enters the microscope, cover slip, which is secured onto a custom-made, temperature-
the excitation beam is reflected from a dichroic mirror (Chroma, regulated vacuum chuck mounted on top of a nanometer-
Z532rdc) into an 6§, infinity-corrected, N.A. 1.4, oil-immer- resolution piezoelectric stage (Physik Instrumente, P734). The
sion objective (Olympus, PlanApo). The objective focuses the piezoelectric stage is driven by a high-voltage driver (Physik
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Instrumente, E509.C2 and E503.00) that is interfaced to the a dual counter configuration should be used when the average
control server computer (see below). count rate is higher thar20 kilocounts per second (kcps). This
Emitted light from individual molecules immobilized on the ~ configuration was tested using a pulse generator (Stanford
surface of the slide is collected by the same objective and passefesearch, DG535) for constant-rate detection and a light-
through the dichroic mirror. It then passes through a tube lens illuminated APD for exponentially distributed interphoton
and is separated by another dichroic mirror (Chroma, Q645LP) duration at average 1000 kcps. No missing photons were
into donor and acceptor channels. The photons on their Observed up to an average count rate of 100 kcps-28 s. At
respective beam paths are spectrally filtered by band-pass opticgreater count rates, impractical for single-molecule fluorescence
(Chroma, HQ600/80m for donor emission and HQ705/130m €xperiments, the setup misses one photan3pe at 500kcps
for acceptor emission) before being focused on a pair of single- and seven photons per 0.3 s at 1000 kcps. The standard deviation
photon-counting avalanche photodiodes (APDs, Perkin-Elmer, of chronological time registration was found to #&—40 ns.
SPCM-AQR13). Each APD is connected to a photon registration Both autocorrelation and cross-correlation analyses were per-
server and outputs a TTL pulse upon detecting a photon. Theformed on these test trajectories. No correlations were found in
modular design of this microscope is such that if more the entire photon detection and data registration process.
parameters such as polarization were to be measured, one simply The client user interface, which may be run on yet another
drops in additional APD/server modules and the software (see computer, controls the operations of all of the data and control
below) will take care of coordination. servers, as well as providing real-time data analysis capabilities
The filters and dichroic mirrors used were chosen to match by networking with a computer cluster that offers parallel
the absorption and fluorescence properties of the fluorophorescomputation. The entire software suite is coded -G and
used in these experiments. Because cross-talk can be fullythe client runs under both the Windows and the GNU/Linux
treated-accounting for the changing intensities on each channel operating systems.
by including the cross-talk coefficients in the signal-to- Imaging.To locate molecules for time-resolved observation
background ratio, as previously shofvmuch broader band-  and on-line analysis, a fluorescence image of the surface that
pass filters can be used, allowing for more effective collection contains immobilized single molecules must be obtained. The
of photons. stage is raster scanned across a predefined area, generally 10
System Softwar@o coordinate the complicated tasks of real- um x 10 um, and photon arrival times are recorded on all
time data acquisition and analysis, the system software is splitchannels, along with the position of the stage as a function of
into its core functionalities, which are composed of instrument time. The reference times for position measurements and photon
control, photon registration, and user interface. The piezoelectricarrival times on each channel are all synchronized by a trigger
stage and each APD are controlled by server programs runningpulse generated by the shutter upon opening. With these data,
on separate computers. All servers are connected by a high-each photon can be assigned a specific origin on the sample
speed TCP/IP network to the client computer running the user cover slip. For viewing, the photon origins are spatially binned
interface program. The current implementation utilizes a 1 into pixels and displayed on screen. These images are generally
gigabit per second intranet backbone. No data stream latencyacquired at the lowest possible excitation power to guard against
was observed. irreversible photochemical reactions or photobleaching. The data
The instrument control server interfaces with the microscope IN this report were collected at an excitation power of 780 nW
via a multifunction I/0 card (National Instruments, PCI-6052€) (0r 350 W/cn? assuming a diffraction-limited focal disk).
to perform a variety of control and measurement functions. InSpection of the two channel image allows selection of doubly
These functions include setting and measurement of the positionl2beled molecules suitable for recording single-molecule tra-
of the piezoelectric stage, control of the shutter, measurementi€ctories. Molecules labeled only with the acceptor will not be
of the laser power, and operation of any other physical Visible, whereas molgcules labeled only with the_ donor or doubly
components necessary to a particular experiment. The photor/@beled molecules with a bleached acceptor will be visible only
registration servers measure and record absolute arrival times°n the donor channel. Correctly labeled molecules will be visible
of photons at the APDs via a timing/counting interface (National ©n both channels.
Instruments, PCI-6602). The arrival times are measured against Time TrajectoriesOnce an appropriately labeled molecule
an internal 80 MHz clock on the board, providing 12.5 ns is found, the stage is moved (with shutter closed) so that the
resolution for photon arrival times, which, with thel00 ns selected molecule is at the focus of the objective. The counters
dead time on the APDs, is more than sufficient for the CW are then armed, and the shutter is opened. As in the imaging
excitation being used. Note that the 12.5 ns time resolution refersalgorithm, the opened shutter generates a pulse that simulta-
only to the timing on individual photons, not to the time required neously triggers the counters, synchronizing their zero times.
to make a distance measurement. Theoretical limits on time A typical intensity trajectory is shown in Figure 3, where the
resolution in the measured distance trajectories have beencharacteristic bleaching pattern of a single-molecule FRET
presented beforéand the experimental realization of those trajectory can be observed. The acceptor usually bleaches first,
results is expanded upon below. To ensure that no detectedcausing the intensity on the acceptor channel to drop to the level
photons are missed, the measured TTL stream is polled via aof the background plus cross-talk from the donor channel, while
direct memory access channel and buffered before sending outhe intensity on the donor channel increases to its value in the
to the client. While it is possible to run them all on the same absence of the acceptor. When the donor fluorophore bleaches,
computer, this generally results in dropped photons at high countthe intensities on both channels drop to their respective
rates. Performance is significantly improved when each APD background levels. The high background level on the acceptor
is monitored by a different computer. For high count rate channel is caused by plastic coverwells (Molecular Probes,
applications, the TTL pulses from the APD are monitored C18139) that were used to prevent sample evaporation. Sub-
simultaneously by two counters on the same card. The data fromsequent experiments have found that the use of plastic spacers
each of these are then compared, and errors are corrected befor@olecular Probes, P18178) combined with quartz covers
the data are sent to the user interface. Tests showed that sucheduces the background level to less than 200 cps. The
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(biotin), where the donor and acceptor emissions are represented in 24 0.193 (9) 0.040 (20)

blue and red false colors, respectively. The image was binned at 40

nm and filtered with a 5-pixel by 5-pixel Gaussian averager. (B) A gt than the time scale of rotation of the profisereptavidin
representative intensity trajectory acquired from the spot indicated by

the arrow in panel A. The segmentation of different regions for data complex (”;0 ns). T_hus, in this case, even though the acceptor's
analysis is shown by the vertical dashed lines. anisotropy is low? is not in the dynamically averaged regime

for single-photon emissions. However, the donacceptor

maximum intensity on the donor channel (region Il) is lower distance measurement is made on a photon-by-photon basis over
than that on the acceptor channel because, while our filter setsa much longer time scale;1 ms, far longer than the time scales
were optimized to include the tail of the acceptor emission, the for rotation of the dyes. Averaged over thisl ms time scale
tail region of the donor’s emission spectrum overlaps consider- (which typically contains 1525 photons), the value of?
ably with the acceptor's emission spectrum. Photons are thusapproaches the 2/3 limit. This is demonstrated in detail in a
much more efficiently collected from the acceptor than they later section (cf. eq 9 and Figure 9).
are from the donor. Data acquired with this microscope may The labeled peptides were immobilized via biststrepta-
be analyzed using one of the various powerful statistical methodsvidin chemistry33 This immobilization scheme has been shown
available8 71729 to exhibit minimal interaction with tethered molecufé®riefly,

Sample Preparation and Characterization. A series of quartz cover slips (Technical Glass Productsx 11 x 0.17
peptides with the sequencg@G:K (biotin) (n = 8, 12, 15, 18, mm?e) were first cleaned by sequential sonicatiarliM KOH,
and 24) were synthesized using the Fmoc solid-phase synthesigibsolute ethanpll M KOH, and ethanol. They were then dried
technique. The C-terminal lysine was prefunctionalized with and silanized with (3-aminopropyl)trimethoxysilane (APS) by
biotin on the amine (Nova Biochem, 04-12-1237). The poly- soaking for 2 min in a 2% solution of APS in acetone followed
(L-proline) peptides are expected to be predominantly in the by 30 min at 110°C. The silanized cover slips were function-
trans-isomer (forming a polyproline-Il helix) under experimental alized with poly(ethylene glycol) (PEG)SPA and PEG biotin
conditions3%31 The peptides were labeled with Alexa Fluor 647 by incubation fo 3 h in awater solution of 10% PEGSPA,
Co-maleimide (Invitrogen/Molecular Probes, 20347) on the 0.1% PEG-biotin, and 0.01 M NaHC®@at pH 8.2. Finally,
cysteine and Alexa Fluor 555 carboxylic acig-§liccinimidyl the streptavidin-bound fluorescently labeled peptide was incu-
ester (Invitrogen/Molecular Probes, 20009) on the N-terminal bated for 5 min on the active side of the cover slip at a
proline (cf. Figure 4). The free dye was removed by the addition concentration of~10 pM. The sample cover slip was then
of 0.2 mg/mL streptavidin (Invitrogen/Molecular Probes, S888) secured on the microscope for observation. No deoxygenation
and subsequent centrifugal filtration. Streptavidin-bound pro- agents were used in the present study. More than 60 valid single-
line—dye conjugates were retained by the filter, while free dyes molecule trajectories were acquired for each
passed through the filter. Unfortunately, the chemical structures Data Analysis.Measuring Time-Dependent FRET Efficiency
of these dyes are proprietary and not available. These twoand Distance Photon by Photofihe recently developed MIM
fluorophores form a FRET pair with &R, of 51 A, calculated allows one to quantitatively follow single-molecule FRET
from the absorption and fluorescence spectra. The ensemble-efficiency and distance dynamics with the highest time resolu-
averaged steady-state anisotropies (measured on a SPEX Fludion allowed by the information content in an experimental
rolog) are given in Table 1. Large anisotropies are an indication data sef. It has, for example, allowed identification of two
that the orientation of the excited optical dipole does not have coexisting conformations of the cdAE1l protéhThe time
time to randomize before it relaxes back to the ground state. resolution At) for each maximum-information measurement is
The fluorescence lifetime of Alexa 555 is 0.27 Hsnuch determined by the expected measurement etrar ox/x. In a
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two-channel FRET setting, it is given by be observed on the donor channel. They may thus be calculated
directly from the fluorescence spectirg(v) and F4(v) of the
1 (1 [ecdz 1P rag et donor and the acceptor, the transmission cuilgs) and Tq-
At= - C_(x) &] + £ &] (1) (v) of the emission filters that define the donor and acceptor

o \>d a channels, and the response cuRgv) of the APD itself by

Here,x = R/Ry is the normalized distanc® is the donof -

acceptor distance, arfg, is the Faoster radius-a function of B f o Fuv) T{(v) Ra(v) dv

the orientation factoe? that accounts for the relative orientation a7

of the donor and acceptor transition dipoleg.and!.f are the fO Fo(v) Tq(v) Ra(v) dv

maximum intensities on each channkf( donor intensity in

the absence of the acceptor, dgtj acceptor intensity a® < S FLv) Ty) Ry(v) dv

Ro), ¢(xX) is the distance-dependent intensity scaling function Xa™

with £¢(x) = x8/(1 + x6) and £4(x) = 1/(1 + x8). Within the Jo F) T0) Ry(v) dv

time periodAt allowed bya, the donot-acceptor energy transfer

efficiency and corresponding distance are computed as To calculate the other required parameters, each single-

molecule time trajectory is divided into three regions, | (FRET),
1P —1%n B -1 [l (donor-only), and Ill (background) (cf. Figure 3). The intensity
d 'a 'a dFa 2) changes between regions | and Il, due to acceptor photobleach-
IPn@=B,H+1. 01— B0 ing, and between Il and Ill, due to donor photobleaching, are
abrupt. Quantitative segmentation of the time trajectory was
and accomplished by means of an intensity change point detection
algorithm, as detailed previouslyDepending on the relative
. (ﬂa ln,—1f ndlfj(:)l’6 intensities, this method allows one to determine the intensity
X = —_—

E=

3 change point to within a few photons. Regions |, I, and III, as
determined by the change point algorithm, were then used to
determine the calibration parameters. In region I, the period from

In the above equationsy and n, are the number of photons  the peginning of the trajectory to the time the acceptor
detected within the chosen time interval on the donor and the photopleaches, the observed intensities on the donor and

a 17ng—1{n,p

acceptor channels, respectively, gfidand S, are the signal-  acceptor channel can be written as

to-background ratios. This method has been shown to be

relatively robust against intermittency or transient variations in Tg) — |g§d()—() +y 1°¢ (%) + B,
a’'a»>a

the dyes’ quantum efficiencyThe orientation factok? = 2/3

was used for calculating the doremcceptor distances.
Ensemble-averaged steady-state anisotropy measurements of
doubly labeled poly(-proline) conjugated to streptavidin indi-
cate that the fluorescent probes have already experience
depolarization within the~35 ns protein rotation time. The
linkers used for tethering fluorescent probes to the protein
surface are expected to exhibit segmental dynamics on the
ultrafast to nanosecond time scatég® Together with the
absence of correlation in the single-molecule time trajectories,
these considerations lead to the conclusion that 2/3 is a good
approximation fork2. This assumption was made in several
recent studies, showing that accurate distance information can
be obtained from immobilized DNA moleculéss well as from
diffusing single molecules such as DRand polyproliné!-28
using FRET. These works all point to the importance of carefully _— o
considering contributions from background, cross-talk, and other la” =%alat Ba

instrumentation factors. Note that in addition to these parameters

time_independent cross-talk has been shown to be a form 0f|n region ”l, the period from the time the donor phOtObleaCheS
backgrounf—the correction factor for detector efficiency for ~and until the end of the trajectory scan, the intensities are just
the donor and acceptor channel®£.)/(Pqyq), has been  the background counts:

explicitly included in the derivation of egs 2 and 3. This allows

TS) = |g§a(>_() + Xq |g§d()_() + B,

the_reX is the (unknown) average distance in region | dnd
andl, are the average intensities on the donor and acceptor chan-
nels. These are computed by applying the maximum likelihood
estimatorl® = N\/T,, whereN,; is the total number of photons

in the region andr; is the total time duration of the region.

In region IlI, the period from the time that the acceptor
photobleaches to the time that the donor photobleaches, the
effective donofr-acceptor distance is— o, and the observed
intensities will be

Tan — 0
19" =13+ B,

X . o Tany _
further correction of potential molecule-to-molecule variations Ifj ) = By
in the absorption cross-section or emission spectrum as a result ~

of heterogeneity in the microscopic environment. 1 =g,

Calibration. Before analysis of the photon arrival time data
using the MIM algorithm, several calibration values must be Solving these equations, one obtains expressions for the desired
determined. These include the background levels on eachcalibration values.
channel, the maximum intensities on each channel (the back-

ground levels and maximum intensities may vary from molecule 1§=1¢" — 14"
to molecule), and the cross-talk coefficients &éndy,, constant
for a given experimental setup)q is the fraction of donor . |g + % |gp

fluorescence that will be observed on the acceptor channel.

Likewise, ya is the fraction of acceptor fluorescence that will 2 P+ 2a
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with P = (I_E,”) - Tf,'))/(Tg) - Tg'))_ Once the calibration  studies on the dynamics and folding of short peptitese of
parameters have been determined for an individual molecule, the first treatments of the potential of mean force and photon
the photon arrival times from region | can be subjected to the statistics in relation to single molecule measuremeatsd the
MIM algorithm, generating the desired energy transfer efficiency discovery of the dynamic equilibrium between closed and open
or distance trajectory. The uncertainties in the determination of forms of syntaxin £” A quantitative assessment of the underly-
these parameters are propagated to assist in the assessment g PDF is therefore expected to provide further insight for the
variations in molecule-to-molecule measurements. systems of interest.

Photon-by-Photon Intensity Correlation. The time correla- When constructed from a fluorescence single-molecule time
tion function of a photon-by-photon single-molecule intensity trajectory, the PDF contains contributions from both the
trajectory can be directly calculated by representing the time- molecular property and the photon detection statigfé&4°An
dependent intensity as a series of Diraunctiong® information-based method such as MIM, in addition to its exact
accounting of time resolution and measurement uncertainty, is
advantageous for quantitative construction of the molecular
distribution. Because the information content in each measure-
ment (be it efficiency or distance) is constant, MIM can also
be understood as equal-information binning, in contrast to the
commonly used equal-time binning. That the information content
is the same for every measurement is an important property
that allows one to construct statistically robust distribution
functions. This further affords model-free deconvolution to
uncover the sought molecular property distribution in a least-
biased, objective way. While the ideas contained in the following
discussion are general, the development focuses on statistical
methods that are applicable to experiments with immobilized
single molecules. Such an experimental scheme can in principle
provide dynamical information on a time scale covering several
decades.

Gaussian Kernel Density Estimatiofo estimate the distance
distribution from a single-molecule time trajectory, one starts
by constructing the raw experimental PDx)—containing
contributions from photon counting-related measurement
uncertainties-from MIM-extracted distanceg. The maximum
likelihood estimatorsx, are asymptotically normal (Gaussian
distributed) and are centered around the true but unknown
distance ;. By virtue of the equal-information binning (cf. eq
1), each¥; has the same varian@€.b This naturally leads to

N
LM =S ot — )

where{ri(”)} is the set of photon arrival times on chanmel
The true correlation function is

Conft) = O,(1) 1,(0) O 01,011, 0
where[@--[indicates an ensemble average.

If the single-molecule trajectory is long enough, the ensemble
average may be converted to a time average

Conlt) = =53 1@ 1t + Dy o = T, T,

N Nm

o+ - — 1,1
ETL L

whereT is the duration of the entire trajectory (cf. region I in
Figure 3). The correlation function is just a sum of scaded
functions, which can be computed directly from the photon
arrival sequence. The correlation functiopt) may be further
averaged over a time interval,[tp] to reduce the stochastic

noise the use of the Gaussian kernel estimatorrio)
c -1 rtc.d LS 2
it o) = t,—t, ‘/t‘a ankt) dt f(x) = } At k(x;0) 4)
=
1 Nn Nm Las:}n)fr,(mstb o
= Z Z — 1,1, whereN is the number of MIM measurements made from the
t—-t)s=mT1- (T]_(m) — Ti(n)) trajectory andAt; andX; are the duration and distance estimate

from thei-th measurement.

The termleyyis the indicator function, equal to 1 when expris 10 illustrate how experimental measurements yield overly
true and O otherwise. broad density functions, raw PDFs calculated from three

Because the correlation function is calculated as a time trajectories simulated under different conditions are compared
average over a single trajectory, errors may arise due to in Figure 5 with their respective true PDFs (see Computational
incomplete sampling of the conformational space. These errorsValidation for simulation methods). As can be seen, the raw
are estimated using the method of Zwanzig and Ailav#&dfi. PDF is an entirely inadequate measurement of the underlying
the averaging of correlation functions from multiple trajectories, PDF. It should be emphasized, however, that due to the
errors may be propagated in the usual manner. This allows Statistically uniform nature of MIM measurements, these raw
calculation of intensity autocorrelation and cross-correlation in PDFs already represent an improvement over histograms
FRET trajectories on a photon-by-photon basis and is ana|ogousconstructed from constant-time binned trajectories. In equal-
to most implementations of fluorescence correlation spectros- time measurements, each time bin contributes to the overall

copy (FCSY9 As such, it is straightforward to use this
microscope in FCS type applications.
Recovering the Underlying PDF.Distributions measured

histogram with different significance levels, bringing additional
bias and skewness to the resulting histogram.

Mathematically, Figure 5 can be understood by considering

using single-molecule fluorescence methods are commonly the raw density as the underlying molecular PDE), twice

visualized by constructing a histogram from a binned time

convoluted with the Gaussian kerrgk;a?). One convolution

trajectory (averaged over every, e.g., 50 or 100 ms to reduceis due to the measurement erroximormally distributed with
Poisson counting noise) and have already allowed researchers variancex? by virtue of maximum likelihood estimation, and

to uncover many new features in various systéimn& including

one is due to use of the Gaussian kernel estimator in eq 4,
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the time integral operations commute. Writing the difference
between the measured raw PDF and the true raw PR &S
= F(X) — r(x), the covariance matrix of the raw PDF is

02Xy, %) = [0 F(x)) 0 F(x) O

=5 J3 T3 %0 KS() —x0] O

CK[X(t,) — %,0%] CIKX(t,) — X,,0%] [t dit,

Probability Density (Arb. Units)

w o

© The integrand is a time correlation function and, to a very good
approximation, will only be a function of, — t;|. When the
conformational space projected on tlecoordinate is ap-
propriately sampled, this correlation should decay on a time
scale much shorter than the length of the trajectdryThis
allows simplification to a more convenient form

o
[s,]
-
-
(9]

Figure 5. Comparison of true (- - -) and raw-) PDFs for trajectories
simulated (A) at constant (B) on a harmonic potential, and (C) on a
bimodal potential.

0,204, %) = 2 [TEKH(0) — x,0%] KX(t) — Xp07] [

CK[(0) — X,,0%] CIKX(t) — X,,0%] Tt (5)

introducing an additional varianae?. That is This formula is just the integral of a correlation function and is

simple to evaluate. The ensemble average in the integrand may

be converted to a time average for calculation of the correlation

function. Given multiple trajectories from the same sample, the

correlation function should be averaged across trajectories before

where® denotes the convolution operation. The task at hand is integration. Once again, errors in this correlation function may

then to recover the true molecular PD¥x), from knowledge be evaluated by the method of Zwanzig and Ailaw&dio find

of the raw PDFr(x) and the convolution kerné{(x). the covariance of a raw PDF that has been averaged over
Covariance of the Raw DensityBecause of the limited  multiple trajectoriesT in eq 5 should be the sum of the durations

duration of single-molecule trajectories, the raw PDF will of all the trajectories.

contain errors resulting from the nonzero relaxation time of the  MaxEnt.To deconvolve the raw PDF, a one-dimensional form

distance correlation function and from lack of suitable sampling of the MaxEnt can be usé8505! A merit function ./ is

of the raw histogram. Errors of the second sort can be assesse@onstructed for a trial molecular POH#x)

by application of Efron’s bootstrap method, explained further

in the Appendix. The use of the bootstrap, however, requires

the data to be independent and identically distributed. In general,

a single-molecule time trajectory may exhibit significant time %2 is a measure of the goodness-of-fit between the raw PDF

correlation. That is, the discrete distance measurements (coarseand the convolution of the proposed molecular PDF

grained in time) made by the MIM are not necessarily

independent, although they should be identically distributed. 2 e [1(X) = (X ® k(x;20%)]
To calculate the covariance matrix for the raw density, the X = f e a.2(x, X)

notation is changed slightly from that of the previous section. re

Instead of writing the raw density as a weighted sum of s the negative entropy of the proposed molecular histogram

Gaussians (cf. eq 4), it is written as an integral over time. This

makes the treatment more general, since it is not constrained to [

situations with discrete dis?ance measurements. Given knowl- H= f ~=N09 In () o (®)

edge of the estimated trajectaft), the raw PDF at a particular - andy is a Lagrange multiplier, adjusted so that the fighafter

X obtained from a trajectory(t) of durationT can be written as optimization is within 1+ 1VN. An initial guess ofh = F(x)

is used and a provisiondl(x) is found when.7[h(x),A] is
minimized. The minimization is performed numerically using
a steepest descent algorithm. The analytical gradients of the

Note that in the case of discrete measurements, this reduces tdénerit function are provided in the Supporting Information.
eq 4. This PDF is estimated from a trajectory of limited duration, ~ The provisionah(x) is used to find the correct and, thus,
so it may contain statistical errors due to insufficient sampling the experimentally justifieti(x). This is the core concept behind
of the conformational space, as has been discussed by Zwanzig/axEnt. Given a set of underlying PDFs, all of which

and Ailawadi3® However, its ensemble average will be the true adequately represent the data, the one with the highest entropy
raw PDF is the only one that is justified by the data. While one of

the lower entropy PDFs may be more correct, the data are
insufficient to show this. This corredi(x) can be found by
varying the Lagrange multiplier used in the minimization until
2 is within the range & 1/v/N.

Covariance of the Decarolved DensityBecause(x) = h(x)
The second equality holds because the ensemble average an® k(x), or(x) = oh(x) ® k(x) and the covariance matrix,? of

F(x) = [h(X) ® k(x;0%)] ® k(x;0)
= h(x) ® k(x;2a?)

MTh(¥),A] = ¥* + AH (6)

2
dx @)

P(x) = % [T — %02 dt

r(x) = Of gKX(t) — x,07] dtD]
= [o OKX(t) — x.a] Cit
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Figure 6. Results from deconvolution of test trajectories: (A) True (black) and deconvolved (red) probability densities for constant trajectories at
x = 0.6, 0.8, 1.0, 1.2, and 1.4. (B) True (black) and deconvolved (red) probability densities for a trajectory simulated on a harmonic potential
centered ak = 1.0. The 95% confidence interval for the deconvolved density is indicated by dashed lines. (C) True (black) and deconvolved (red)
probability densities for a trajectory simulated on a bimodal potential centesest 4t0. The 95% confidence interval for the deconvolved density

is indicated by broken lines. (D) Covariance matrix for the deconvolved density shown in panek A dt0. (E) Covariance matrix of the
deconvolved density shown in panel B. (F) Covariance matrix of the deconvolved density shown in panel C.

the molecular PDF can be calculated by the two-dimensional 1.0. The bimodal trajectories were simulated at the same

deconvolution of the covariance matrix of the raw PDF temperature, with a friction coefficient gf= 0.1. The combined
number of photons emitted before bleaching of the dyes was 2
Odr (x,) or(x,) 0= Cdh(x,) oh(x,) 08 k(x,) ® k(x,) x 10°, and the signal-to-background ratio on both channels was
5.0.
0,(Xq, %) = (X, %) @ k(%)) ® K(x,) As can be seen in Figure 6, the deconvolution procedure

performs well. The constantlistance trajectories in Figure 6A

Knowledge of this covariance matrix is important for several all deconvolve tad functions. Bias in the location of the peak
reasons. The diagonal term gives the variance of the decon-is small (less than 0.023). This is expected based on the bias
volved PDF as a function of, a measure of the overall and analysis of the MIME Trajectories from harmonic potentials
point-by-point accuracy. Just as important are the off-diagonal produce Gaussian PDFs in Figure 6B that match the true PDF
terms, which provide information about the relative accuracy from the underlying trajectory. The deconvolved height and
between different regions of the density. For instance, in a standard deviation of the Gaussian profile are 4£5@.70 and
trajectory from a bimodal PDF, the time-scale of equilibration 0.22+ 0.06, respectively, agreeing with the true values of 5.64
between the two high-density regions will be much longer than and 0.17. The covariance matrices for these deconvolved PDFs,
that within the two regions. This means that the deconvolved shown in Figure 6D,E, are similar. Densities that are close to
densities at values of within the same potential well should each other are positively correlated, while points farther away
be accurate with respect to one another. That is, they should beare negatively correlated. If the trajectory spends more time in
positively correlated. This will be reflected by a positive one part of the density function, it spends less time in the other.
covariance. The densities at valuesxaih different potential The deconvolution of the trajectory from a bimodal potential
wells, on the other hand, should be negatively correlated, sinceis more revealing. The raw PDF is too broad, and it obscures
more time spent in one potential well means less time spent inthe true separation of the two potential wells. From the raw
the other. This will produce a negative covariance. Thus, the PDF (cf. Figure 5), it is not possible to measure the width of
covariance between two points in the PDF is primarily the individual peaks or the depth of the barrier that separates
determined by the time-scale of equilibration between those two them. The deconvolved PDF shown in Figure 6C, on the other
points. Therefore, the deconvolved covariance matrix provides hand, matches well with the underlying PDF. The heights of
further insights into the dynamics afforded by the experimentally the peaks and the depth of the well between them are 2.88
measured PDF. 0.37, 2.45+ 0.57, and 1.7H 0.51, respectively; all compare

Computational ValidationTo test this procedure, some basic well with the true values of 2.85, 2.85, and 2.28. The
simulations were performed. Three classes of trajectories weredeconvolved covariance matrix in Figure 6F is similarly
produced as follows: constart a harmonic potential, and a informative. Two distinct regions of positive covariance can
bimodal potential. The trajectories were produced by simulation be identified, corresponding to the two wells in the potential.
of one-dimensional high-friction Langevin dynamics and sub- The covariance between points in different wells is negative,
sequent conversion to photon arrival time data, as previously indicating the slower time-scale of equilibration between the
described. The trajectories on harmonic potentials were simu- wells. None of these properties would be apparent from the raw
lated at a temperature gf= 100, with friction coefficienty = histogram alone.
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Figure 7. Intensity (left), FRET efficiency (center), and calculated deraxceptor distance (right) as a function of time. Intensity trajectories are
binned at 100 ms on both the donor (black) and the acceptor (gray) channels. Distance and efficiency trajectories are calculated using the MIM and
assumd’, = 51 A. Dimensions of the gray boxes on the distance and efficiency trajectories indicate the time resolution (horizontal dimension) and
expected 95% confidence interval in energy transfer efficiency or desmreptor distance (vertical dimension).

TABLE 2: Mean (7) and Standard Deviation ¢, of Donor

the fluorescence intensity, energy transfer efficiency, and
(d) and Acceptor (a) Bleaching Times for RCG3sK(Biotin)

distance were carried out on all of the trajectories. The lack of

n 7a(s) 0:a(S) 74(s) 024 (5) At (ms) correlation_on the experime_ntal time scal_es in_dicates that single
P 6.0 69 118 154 70 poly(.L-prollne) molgggles mtgrrogated in this study can be
12 78 89 161 176 70 considered as exhibiting static mean end-to-end distances on
15 11 14 192 168 26 time scales from milliseconds to tens of seconds (see Supporting
18 11 16 135 135 30 Information for correlation results), in contrast to studies where
24 16 19 194 192 46

The differences between the true density and the recovered

the measurement time scale is comparable to that of molecular
motions®253Higher time resolution data or more extended poly-

density can be attributed to the finite length of the trajectories. (L-proline) molecules may allow direct observation of confor-

This root cause manifests itself in two ways. The accuracy of mational dynamics.

the density at a particular value depends on how often the ~ For molecules such as polyproline) that presumably exhibit
trajectory visits that value. Additionally, the accuracy of the constant energy transfer efficiencies, one expects a sharp
covariance estimate depends on the accuracy of the correlatiorflistribution peaking at the mean value. The raw distribution
functions, which are themselves strongly dependent on the lengthfunctionsi(E) (n = 8, 12, 15, 18, and 24) constructed using
of the trajectory. the Gaussian kernel estimator (cf. eq 4), however, appear very
broad (cf. Figure 8). This is not surprising, as they are broadened
both by the photon-counting noise and by the density estimation
procedure. To recover the underlying efficiency distribution of
individual poly({-proline) molecules, the MaxEnt deconvolution
procedure was applied to the raw distribution functiogg).

As shown in Figure 8, the MaxEnt deconvolution drastically
reduces the distribution to sharply peak®(E), as one would
have expected from poly{proline) molecules with time-

Results and Discussion

Static Poly(-Proline) End-to-End Distance on Single-
Molecule Experiment Time ScalesRepresentative intensity
trajectories for all peptide lengths are shown in Figure 7 (first
column), along with the reconstructed efficiency (second
column) and distance trajectories (third column) from MIM
analysis with a relative error of = 0.1 (equivalent to a distance . . -
uncertainty ofAR = 5.1 A). The bleaching times for both the ~Invariant energy transfer efficiency.
donor (~160 s) and the acceptor~{0 s) appear roughly Toward Quantitative FRET Measurement. Sufficient Sam-
exponentially distributed (histograms are presented in the pling of Donor-Acceptor Relatie Orientations Using MIM.
Supporting Information) and are summarized in Table 2. The The use ok? = 2/3 in Ry implies that orientational correlations
average time resolutiom\f) is ~26—70 ms. between the donor and the acceptor dyes disappear on a time-

The fluorescence intensities appear constant over time,scale shorter than the interphoton timing and that the number
indicative of constant energy transfer efficiency on the time of photons used in distance calculations is sufficient to ensure
scales accessible to fluorescence single-molecule experimentsthat the distribution of? is close to normal. For the former,
Similarly, the MIM-determined FRET efficiencies and distances one examines the intensity auto- and cross-correlation functions
appear to fluctuate randomly about their respective mean values(shown in the Supporting Information). They show no significant
To examine if the extrinsic probes may transiently interact with correlation at short time-scales, in support of this randomization
the peptide in a nonspecific way,%® correlation analyses on  assumption.
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Figure 8. Raw (- - -) and deconvolved) distribution functions from
single RCG;K(biotin) trajectories shown in Figure 7.
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Figure 9. Probability densityp(#?}) as a function of them-
measurement mean vall’l}. The bold line highlights then = 1

function. Asmincreases, the mean value rapidly peaks at the ensemble-

averaged value#?}-. = 2/3. The inset shows the relative standard
deviation of[#2[4, as a function ofn, which quickly decreases to less
than 10% (am = 15).

With the operating assumption that the relative denor

acceptor orientation randomizes on a time scale much faster

Watkins et al.
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Figure 10. Distributions of donoracceptor distances and FRET
efficiency of RCGsK(biotin) (n = 8, 12, 15, 18, and 24). The solid
line is a Gaussian distribution with a variance that is the mean of
expected variance of individual molecules by propagating uncertainties
in parameters calibration. This indicates that the molecule-to-molecule
distributions are dominated by uncertainties in parameter calibration.

begin discussing potential complications related to variations
between molecules. The results are summarized in Figure 10.

For this data set, in general, a broad molecule-to-molecule
variation is observed in the measured absolute distamggs
and energy transfer efficienci@g(E). The width of the distance
distribution for a given oligopeptide exceeds what would have
been expected from statistical errors in the MIM analysis of
individual trajectories. Control experiments using linearly polar-
ized excitation light at 0, 45, and 9@t the same molecule
resulted in trajectories of constant intensity within measurement
uncertainties after correcting for depolarization effects in the
optical components. This observation rules out the scenario in
which either the donor or the acceptor probe is locked in a fixed
orientation during the observation period.

Instead, it was found that the spread was dominated by

than interphoton timing, each detected photon can be consideredvariation in the observed calibration valueg (1., B4, andfa

as an instantaneous sampling of the PDF«fbt°

p() = % (2 + v3) — g(x?] ©)

32

whereg(x?) = 0 when 0< «2 < 1 andg(k?) = In(V«x*—1 +

x//c—z) when 1 < «?2 < 4. The excitatior-emission cycling
within a single molecule then allows repeated sampling of
different relative orientations. In using a set of photons for a
distance measurement, the effectiddor the measurement will
be the mean#2[] As shown by the numerical study presented
in Figure 9, as few as-10 photons are required before the

in egs 3 and 2). These calibration-related uncertainties may result
from variations in locating individual molecules from the single-
molecule image or from variations in the immediate chemical
environment of the molecule under investigation. This is
visualized in Figure 10 by comparing the distributionshg(ix)

from all molecules (bars) with a Gaussian distribution (thick
solid lines) having a variance of

R = 3 )

whereM is the total number of molecules of a given paky(
proline) length and?(j) is the expected variance of the distance

central limit theorem takes effect and the means approach themeasure for th¢-th molecule by propagating errors in param-

20— 2/3 limit. This implies that if the spectra of the dyes

eters calibration. More accurate measurements such as those

and the refractive index of the medium between the dyes do using multispectral metho#fswill be needed in order to address
not change appreciably over the course of the experiment, theissues such as the shape of the molecule-to-molecule distribu-
measured distance is linearly related to the actual moleculartion. Indeed, it will be interesting to examine the possibility

distance in any one trajectory.

Molecule-to-Molecule Variations Are Dominated by Param-
eter Calibration Uncertainty.The underlying distribution of
FRET efficiency and distance within individual molecules
(relative distribution) can be reliably recovered with combined
use of MIM and MaxEnt deconvolution. This permits one to

that individual polyproline molecules exist in different confor-
mations and do not interconvert on the time scale of observation.
One likely physical origin is that the number of cis-residues
contained in individual polyproline molecules may vary from
molecule to molecule, resulting in such a broad end-to-end
distance distribution. Work along this direction is underway.
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Here, we will focus on the trend of the mean end-to-end distance @)
exhibited by the series of polyprolines, discussed below. o
Worm-Like Chain Model for Poly( L-proline) Molecules

with a Short Persistence Length.The experimentally deter-
mined mean doneracceptor distances may be compared with
those predicted by three different models for polymer chains.
In all of these comparisons, a unit length increment of 3.12 A
from C, to C, will be used for calculating the contour length,
[.57 In order of decreasing rigidity, these models are (A) a
rodlike poly(-proline), which exhibits an effective persistence
lengthl, — lc. This model appears to be implicitly assumed in
the original paper for the use of FRET as a bulk-level ()

o
®

o
)

1
S

I —©— This work )
N
— =~ Model A, I,~ 1 "\
Ffoe . - N
: Model B, I, = 220 A §.\\ R
Model C, I, = 23 A S

Energy Transfer Efficiency
<)
[

(=)

spectroscopic rulé A concurrently proposed theoretical model 100
is also consistent with this rodlike picture for short paky( z
proline) chain® and is, therefore, included in this category. 3 80 ¢
(B) A less rigid model with the widely used persistence length 5§
of I, = 220 A for alltrans-poly(L-proline)%°-62 (C) A flexible 8 6o
model with al, = 23 A persistence length, derived from 2
osmometric experiments on high molecular weight poly( .3 40 ¢
proline) 1% E
These models will be discussed in the framework of a 20
statistical description of stiff-chain polymers, the WLC model.
The expected end-to-end distan@®[) of the WLC model is 0 10 , ,20 30
. N . . .. Number of proline residues
calculated using the mean-field expression for its probability ) i ) )
density3.64 Figure 11. Comparison of experimental results with various models
for poly(L-proline). As a referencet2 A ranges for the model are
5 also displayed. Experimental error bars represent 95% confidence
p(r'u) — 4 Y _ @ 1 interval of the experimental mean.
’ 1- rz)g/z 4 1- rz)
experimental data well, with a fitted linker distance of 11.23
wherer = R/l andu = IJ/l,. The normalization constant’is A, as summarized in Figure 11.
given by It is evident that poly(-proline) exhibits considerable flex-
ibility even for the relatively short chains studied here. These
R 45328 results are consistent with the recent studies from diffusing

single moleculéd and from NMR experiment& Both found
shorter-than-expected end-to-end distance if compared with a
rigid polyproline model. While poly(-proline) is believed to
exist predominantly in the trans-form in room temperature
3u/4 aqueous solution®;3! theoretical considerations indicate that

Bmz 4@(5 tu—2e ‘/E(_lo—i_ 3u) erfc[@/Z] the inclusion of 5% cis-residues in an otherwise trans-polypro-
le Va[20 + 3u(4 + u)] line is sufficient to reduce the apparent persistence length
(10) significantly 8 Therefore, it is very likely that a small number

of proline residues exist in the cis-form for the short chains

studied here, giving rise to the observed flexibility.

=
74+ 125+ 15572

with s = 3u/4. Thus, the expectation value Bfis

where

erfc[ = j—zt f? e ¥da Concluding Remarks
While spectroscopy at the single-molecule level in principle
is the complementary error function. allows the direct measurement of molecular property distribu-
With the Faster radiusR, = 51 A determined from the tions, a quantitative determination of these distributions remains
spectral overlap of the donor and acceptor probes, the onlychallenging, especially in time-dependent experiments. Uncer-
remaining parameter to be determined is the distance betweertainties associated with low-light detection broaden and some-
the center of the emitting dipole to the, @ which the donor times skew the experimentally obtained distribution. To address
or the acceptor is tethered. Unfortunately, no chemical structurethis issue, a deconvolution procedure has been developed using
is available for the Alexa Fluor 555 and 647 dyes. Nevertheless, the distance-dependent FRET as an illustrative example.
the structures for the coupling moieties, maleimide and succin-  An uniformly broadened PDF is first prepared using the
imidyl ester (cf. Figure 4), are known and can be used to previously developed maximum-information approach. This
estimate a lower bound for the linker distance. For this purpose, amounts to equal-information binning and ensures that every
one counts nine chemical bonds from either the N or the C point in the underlying histogram is broadened by the same
terminus G for the linkers. The linkers are also described within amount. Straightforward deconvolution, attempting to make the
the framework of the WLC model, using a 6.5 A persistence best fit possible between the experimental data and the recon-
length for polymethylene as an approximation and aCC voluted PDF, produces an overfit that is not supported by
contour increment of 1.26 866 Using eq 10, a lower bound  experimental data. The resulting deconvolved PDF is too rough,
of 12.2 A for the joint linker distance was obtained. Constrained and its features are too sharp. This leads naturally to the use of
by this lower bound constraint, the WLC model with the= a maximum entropy-based method. It has two necessary
23 A persistence length (model C) appears to describe thecomponents: statistical uniformity of the underlying data,
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already provided by the MIM, and accurate knowledge of the by Efron%970 Given the raw histogram, a set of auxiliary
variance in the raw experimental histogram. The analytical histograms is constructed by resampling each original data point
expressions for the variance derived in this work provide the from the raw histogram. The standard deviatim{x) of this
second requirement. It should be emphasized that the calculatiorset of auxiliary histograms has been shown, subject to certain
of this variance takes into account the time scale of dynamics assumptions, to be a good estimator of the error in the original
in the system under observation. Furthermore, the calculation histogram.

of the full covariance matrix of the deconvolved PDF allows  The assumption required by the bootstrap method is that all
accurate assessment of the relative heights, widths, and impor-data points in the original histogram are independent and
tance of each observed mode. Prior assumptions about thdadentically distributed. In single-molecule time trajectories,
functional form of the underlying probability density of the though, this assumption may not always be justified. If slow
molecular parameter are no longer necessary for its accuratedynamics are being manifested in the trajectories being studied,
calculation. the data points in the original histogram will not be independent,

For each single poly¢proline) molecule studied here, sharply although they should be identically distributed. This means that
peaked distance and FRET efficiency distributions were ob- if the original number of data points is used to resample the
served, suggesting a time-independent end-to-end distance omaw histogram, the standard deviation determined will be
the time scale of fluorescence single-molecule spectroscopy.significantly lower than is justified.

This, in turn, allows discussion of molecule-to-molecule varia-  This oversight can be remedied by estimation of the dominant
tions in the measured distance (FRET efficiency) on more time scales of the trajectories under consideration. In the spirit
quantitative terms. It was found that these variations were of Zwanzig's use of correlation times for calculation of errors,
dominated by uncertainties in parameter calibration. The the number of uncorrelated distance estimates can be estimated
systematic study of a series of palygroline) allows one to by dividing the total duration of the trajectory by theelime
assess models of differing rigidity. It was found that a WLC of the correlation function. The bootstrapped error calculated
model with thel, = 23 A persistence length (derived from high ~ from this number of independent points is generally comparable
molecular weight osmometry studi®s was in very good with the error calculated by the analytical method described in
agreement with the present single-molecule results. While anthe main text and may be more expedient in situations where
all-trans-polyproline chain is expected to exhibit a persistence the analytical approach cannot be applied or where fast
length much longer than oligopeptides of other composition, it calculations are required.

has been suggested that a small percentage of cis-residues would

be sufficient to allow some flexibility in the otherwise rigid Supporting Information Available: Analytical gradients
chain® Indeed, the presence of cis-residues cannot be ruledof the maximum entropy merit function, dye bleaching lifetimes,
out in room temperature solutions. Therefore, an emerging time resolution, and correlation analysis. This material is
picture for short polyi(-proline) chains is that they are composed available free of charge via the Internet at http://pubs.acs.org.
of short trans-repeats interspersed with the occasional cis-

residue. Longer time trajectories are expected to allow more References and Notes
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